Energetics of interacting magnetized domains
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Many of the pattern forming features of ferrofluids, lipid monolayers, type-I superconductors, and magnetic bubbles can be understood by treating them as dipolar (uniformly magnetized or polarized) domains. Here, we investigate the early stages of pattern formation in a system consisting of two quasi-two-dimensional dipolar domains. We calculate the linearized interaction energy for these domains and find that the lowest energy states are those for which each drop has an indentation directed toward the other. These theoretically preferred states compare favorably with results of experiments performed with ferrofluids.
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I. INTRODUCTION

Dipolar domain energetics [1] has been used as a model for the pattern formation process in a wide range of physical systems including Langmuir films [2,3], magnetic bubbles [4], type-I superconductors [5,6], and ferrofluids [7]. Using this and other formalisms, a single domain has been extensively studied [8–10] and this has led to a good understanding of the pattern selection mechanism. A hydrodynamic approach has also proved useful in this context [11] and the resulting patterns are virtually indistinguishable from those obtained using the energetic approach. These studies have focused primarily on the fingering instability for a single domain but have not investigated how the presence of multiple domains might affect the patterns that form. Those that have considered multiple domains [12] have used numerical simulations to focus on the characteristic distance between stripes in a highly disordered array. Here, we seek to find the lowest energy configurations for a system of two domains in the earliest stages of the pattern formation process. These configurations are extremely important because it is from these early stages that the final state patterns emerge. In some sense, the entire structure of the final pattern becomes “frozen in” during these early times.

To begin, let us describe one particular physical system. Consider a ferrofluid drop of volume $V$ trapped between two closely spaced glass plates separated by a distance $h$ (a Hele-Shaw cell). In this geometry, the motion is essentially two dimensional and the boundary of the drop looks like a thin ribbon. We assume throughout this paper that the interface of the fluid is perpendicular to the glass plates and therefore focus our attention on the shape of the cross section. Incompressibility of the fluid keeps the cross-sectional area fixed even though the shape can change. When no magnetic field is applied, the shape of the drop is determined solely by surface tension and will take the form of a circle of radius $R_0$. If a magnetic field is applied perpendicular to the glass plates, the ferrofluid becomes magnetized. This produces an outward magnetic force that competes with surface tension and results in the domain evolving into a branched pattern.

We assume that the magnetization $M$ is uniform throughout the domain and oriented perpendicular to the Hele-Shaw cell.

A point on the interface of the domain can be described by a vector $r$ in the $xy$ plane, and a point $z$. The vector $r$ gives the location along the length of the ribbon and $z$ gives the height. After integrating over the height of the ribbon, the magnetic energy of an arbitrarily shaped simply connected domain can be written [1]

$$E_{\text{mag}} = 2\pi M^2 V - M^2 h \int ds \int ds' \hat{t} \cdot \hat{t}' \Phi(R/h),$$

(1)

where $R = |r(s) - r(s')|$ is the in-plane distance between two points on the contour, $\hat{t}$ and $\hat{t}'$ are tangent vectors at these two points, and

$$\Phi(\xi) = \sinh^{-1}(1/\xi) + \xi - \sqrt{1 + \xi^2}$$

(2)

is a potential function that gives the strength of the interaction between points on the contour. Equation (1) is an exact expression for the energy of a simply connected “cylindrical-type” domain of arbitrary cross section (valid for any height $h$). The first term is proportional to the volume of the domain and is constant. The second term can be understood as a current-current interaction with coupling strength $\Phi$. Since a uniformly magnetized domain is equivalent to a current ribbon flowing around the boundary of a nonmagnetized domain, this term follows by integrating the free self-energy of a current ribbon over its height.

To extend this to multidomain systems, we note that each domain will contribute an energy as in Eq. (1) but there will also be interaction terms of the form

$$E_{\text{int}} = -M^2 h \int ds_i \int ds_j \hat{t}_i \cdot \hat{t}_j \Phi(R_{ij}/h),$$

(3)

where the subscripts refer to separate contours and $R_{ij} = |r(s_i) - r(s_j)|$ is the distance between a point on the $i$th contour and a point on the $j$th contour. To simplify our work, we make note of the following. First, the constant term in Eq. (1) will have no bearing on the pattern formation process at all. Second, the self-energy term from a particular domain will not affect the evolution of any other domain. Since our interest lies in how the interactions between domains will affect their evolution, we focus our attention on this interac-
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to simplify our later results, but it is important to realize that
flowing around their boundaries. Notice, however, that the
domains will acquire the same magnetization, or, equiva-
lar domains.

II. INTERACTIONS BETWEEN TWO DOMAINS

To determine the effect of interactions between multiple
domains, we begin by examining the interaction energy of
the two-domain system shown in Fig. 1. Both domains have
an initial radius of \( R_0 \) and their centers are separated by a
distance \( a > 2R_0 \). In an applied magnetic field, these two
domains will acquire the same magnetization, or, equival-
ently, will have the same current (magnitude and direction)
flowing around their boundaries. Notice, however, that the
angles \( \theta \) and \( \phi \) in Fig. 1 are defined in such a way as to
traverse the two contours in opposite directions. This is done
to simplify our later results, but it is important to realize that
this introduces a minus sign into Eq. (3) that must be taken
into account when calculating the correct energy for our
physical system. On each surface, we add an arbitrary per-
turbation such that \( r_1(\theta) = R_0[1 + \xi(\theta)] \) and \( r_2(\phi) = R_0[1 + \eta(\phi)] \). It is assumed that these perturbations are small in
the sense that \( \xi \ll 1 \) and \( \eta \ll 1 \), and that their derivatives \( \xi' = d\xi/d\theta \) and \( \eta' = d\eta/d\phi \) are small as well. Our goal is to
expand the interaction energy to first order in terms of these
small parameters. We do not need to include the effects of
surface tension because the surface energy is constant to first
order. Moreover, the effects of surface tension are local to a
specific drop and therefore play no role in the interactions
between drops.

The first step is to linearize the elements in Eq. (3). This

\[
\Phi(R_{12}/h) = \Phi(\Delta) + (\Delta - \sqrt{1 + \Delta^2}) \epsilon, \tag{4d}
\]

where we have defined

\[
\Delta^2 = \left( \frac{p}{q} \right)^2 \left[ 1 + q^2 \cos^2 \left( \frac{\theta + \phi}{2} \right) - q(\cos \theta + \cos \phi) \right], \tag{5}
\]

\[
\epsilon = \frac{p^2}{2q^2 \Delta^2} \left[ (\zeta + \eta)q^2 \cos^2 \left( \frac{\theta + \phi}{2} \right) - q(\zeta \cos \theta + \eta \cos \phi) \right], \tag{6}
\]

and have introduced two dimensionless parameters, the as-
pect ratio \( p = 2R_0/h \) and the separation constant \( q = 2R_0/a \).

To proceed further, we need to impose specific perturba-
tions. We choose pure mode disturbances of the form \( \zeta(\theta) = \zeta_n \cos(n(\theta + \alpha)) \) and \( \eta(\phi) = \eta_m \cos(m(\phi + \beta)) \). Here, \( \zeta_n \) and
\( \eta_m \) are positive numbers that give the amplitude of the per-
turbations, \( n \) and \( m \) are mode numbers that specify the num-
ber of bumps in the perturbation, and \( \alpha \) and \( \beta \) are rotation
angles for the entire disturbance (see Fig. 2). Our goal is to
minimize the interaction energy with respect to these rotation
angles.

Inserting these pure mode disturbances into Eq. (8) and
making use of the fact that the interaction energy is invariant
under a direction change of both rotation angles (i.e., \( \alpha, \beta \to -\alpha, -\beta \)) leads to

\[
I_{\text{int}} = I_{\text{int}}^{(0)} + \xi_n A_n \cos n \alpha + \eta_m A_m \cos m \alpha, \tag{10}
\]

with amplitude coefficients

\[
A_n = \int_0^{2\pi} d\theta \int_0^{2\pi} d\phi \left[ (\Phi(\Delta) + \Psi(\Delta)) \cos(\theta + \phi) \right] \cos n \theta,
\]

\[
- n \Phi(\Delta) \sin(\theta + \phi) \sin n \theta \tag{11}
\]
Here, $\Phi$ and $\Delta$ are given by Eqs. (2) and (5) while

$$\Psi(\Delta) = \frac{p^2}{2q^2\Delta^2} \left[ q^2\cos^2 \left( \frac{\theta + \phi}{2} \right) - q \cos \theta \right] (\Delta - \sqrt{1 + \Delta^2}).$$

(12)

III. PREFERRED ORIENTATIONS

Equation (10) is our main result and has a surprisingly simple form. To find the preferred orientation of each drop, we simply need to find the minimum values for the interaction energy. Apart from a non-negative multiplicative constant, this interaction energy is

$$E_{\text{int}} = I_{\text{int}}^{(0)} + \zeta_n A_n \cos n\alpha + \eta_m A_m \cos m\beta.$$  

(13)

Minimizing this energy with respect to the rotation angles $\alpha$ and $\beta$ will then give the preferred orientations. Differentiating Eq. (13) yields extreme values at angles $\alpha^* = i\pi/n$ and $\beta^* = j\pi/m$, where $i$ and $j$ are integers. To find the energy minima, we require

$$\frac{\partial^2 E_{\text{int}}}{\partial \alpha^2} \bigg|_{\alpha^*} = -n^2\zeta_n A_n(-1)^i > 0$$  

(14a)

and

$$\frac{\partial^2 E_{\text{int}}}{\partial \beta^2} \bigg|_{\beta^*} = -m^2\eta_m A_m(-1)^j > 0.$$  

(14b)

Since $\zeta_n$ and $\eta_m$ are positive by construction, solving Eqs. (14) depends critically on the amplitude coefficients $A_n$ and $A_m$. Direct computation reveals that these coefficients are positive, which constrains $i$ and $j$ to be odd integers. Notice further that, because of the symmetry of our pure mode disturbances, these angles are degenerate in the sense that they all lead to the same physical state. Therefore, without loss of generality, we can focus our attention on a single rotation angle for each drop. The simplest case is $i = j = 1$, for which we obtain preferred angles

$$\alpha_0 = \frac{\pi}{n} \quad \text{and} \quad \beta_0 = \frac{\pi}{m}.$$  

(15)

Figure 3 shows the preferred orientations for four pairs of nearly circular domains. As is evident in this figure, these minimum energy states are oriented such that each drop has an indentation directed toward the other. This makes good qualitative sense if you recall that these magnetic domains can be described as current loops. These currents are anti-aligned where the drops are closest together and this results in a repulsive force. Thus, the system can lower its interaction energy by increasing this distance. It is reassuring to note that this indentation alignment can be seen in the numerical simulations of Drikis et al. (Ref. [12]). Although they examined a more complex arrangement of a disordered set of drops, there is a clear tendency for indentation alignment to occur between neighboring drops. There are some cases, however, where this alignment is not observed. This appears to happen when the number of indentations is incommensurate with the number of neighboring drops. It would be interesting to examine analytically how these competing factors affect the pattern formation process.
As an example of how these interactions take place in a real physical system, Fig. 4 shows four pairs of ferrofluid drops a short time after a magnetic field was applied. The similarity to Fig. 3 is clearly apparent. Interestingly, these configurations were extremely reproducible as long as the drops were fairly close together initially. Not surprisingly, when the drops were more than a few diameters apart, the interactions had little effect on the pattern formation and this reproducibility was lost.
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